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Abstract. An inspection system using estimated three-dimensional (3-D) surface characteristics information to
detect and classify the faults to increase the quality control on the frequently used industrial components is
proposed. Shape from shading (SFS) is one of the basic and classic 3-D shape recovery problems in computer
vision. In our application, we developed a system using Frankot and Chellappa SFS method based on the min-
imization of the selected basis function. First, the specialized image acquisition system captured the images of
the component. To eliminate noise, wavelet transform is applied to the taken images. Then, estimated gradients
were used to obtain depth and surface profiles. Depth information was used to determine and classify the surface
defects. Also, a comparison made with some linearization-based SFS algorithms was discussed. The developed
system was applied to real products and the results indicated that using SFS approaches is useful and various
types of defects can easily be detected in a short period of time. © 2017 Society of Photo-Optical Instrumentation Engineers
(SPIE) [DOI: 10.1117/1.OE.56.12.123105]
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1 Introduction
The quality control in mass production has increased consid-
erably in recent years with computer vision methods. Almost
any kind of industry, such as automotive and manufacturing,
can benefit from the use of three-dimensional (3-D) imaging.
Since some of the produced parts are of very delicate quality
and scrapped in the event of a slight physical deformation,
automated visual inspection systems have been widely used
since the late 1980s, and new various automatic methods
for detecting surface have been developed recently.1,2 To pre-
vent human faults, such as fatigue and absent-mindedness,
increase production rate, and be quick in decision-making,
it is generally necessary to use computer vision in mass
production.

The quality control of a 3-D object in two dimensions
through computer vision may contain some difficulties. The
acquired images of the components may sometimes be
unclear, may be noisy, or the image processing algorithm
may be insufficient or show poor performance. It can be dif-
ficult to detect a defect in such situations. There are many
studies in the literature to detect surface defects of parts,
including filters such as Median filter and Gabor filter in
gray-level images, using pattern recognition systems, using
methods such as decision trees, artificial neural networks,
nearest neighbors (1-NN), and support vector machines.3–7

For a better detection of defects, some surface inspection
methods using 3-D reconstruction techniques have also
been studied in the literature.8–10

The shape of an object can be obtained from its one or
more images, and in general, there are many different meth-
ods, such as shading, photometric stereo, texture, motion,
and shadows under “shape from X” heading (see Fig. 1).11,12

Shape recovery is a classic problem in computer vision. The
goal is to derive a 3-D scene description from one or more
two-dimensional (2-D) images. The recovered shape can be
expressed as depth, surface normal, surface gradient, and
surface angles.13

Each method has its own advantages and disadvantages.
In particular, stereo and shading methods are extensively
being used in the literature for inspection purposes.10,14,15

Shape from shading (SFS) is one of the basic and classic
3-D shape recovery problems in computer vision. SFS meth-
ods can be classified into three or four approximations based
on the technique used to recover 3-D shape.13,16 We focused
on Frankot and Chellappa SFS technique, and estimated
depth information was used in the decision-making phase
of the inspection system.

The goal of this work is to develop a simple and easy to
implement surface inspection system using SFS methods
based on function minimization. The image acquisition sys-
tem captured the images of the component, and the output is
converted to digital format. Often the image is first manip-
ulated to reduce noise. First, to reduce the image noise, we
used a wavelet smoothing method that has been successful
in smoothing applications and reducing the noise very
effectively.17–19 After wavelet filtering, the proposed SFS
technique was used to obtain depth and surface profiles.
Obtained depth information was used to determine the
surface defects.

The remaining parts of this paper are organized as fol-
lows. Section 2 explains system illumination, SFS basics and
describes the selected Frankot and Chellappa approach.
In Sec. 3, we apply the improved algorithm to recover
the shape of the product and show how estimated gradients
and depth information are used for the purpose of defect
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detection. Finally, experimental results and future trends in
the field are discussed in Sec. 4, followed by conclusions in
Sec. 5.

2 System Background
Obtaining depth information of the surfaces with shape
recovery methods depends on some factors, such as direc-
tion, spectral energy distribution and spatial position of
illumination, surface reflectivity, geometry of the surface,
projective system, etc. Given the illumination direction,
reflectivity, and surface geometry, an image can be rendered
to simulate the projective system process. SFS is the inverse
problem, given an image, it is required to recover the surface
geometry. Surface gradients, surface normals, imperfect light
source knowledge, reflectance, albedo variations, and some
other parameters make the inverse problem ill-posed. There-
fore, researchers have used assumptions about the problem.
As SFS has an extensive literature, we refer the readers to
Refs. 13 and 16 surveys describing and comparing SFS tech-
niques. There are also recently used some new perspective
SFS techniques. Orthographic projection, Lambertian sur-
face, known or estimated illumination directions and con-
stant albedo conditions are often the simpliest scenerio for
SFS algorithms. The following steps describe the methodol-
ogies we use in our system.

2.1 Illumination Source

A robust, quality, and timely inspection can be achieved
with a properly configured illumination system. Study of
illumination techniques, surface geometry, filtering, sensor
characteristics, and the performance of the illumination sys-
tem are all essential for SFS algorithms and machine vision.
To easily and accurately detect different surface defects,
improve performance, and facilitate the inspection process,
special illumination systems are required.

Light-emitting diode (LED) lights are commonly used as
the illumination source in machine vision technology and
can be used for different types of defects for automatic
detection.20 A sample dome structure is shown in Fig. 2.
There is also an optics principle scheme of cone LED light
source in Ref. 20. A dome light radiates indirect light at

various angles. As the product is uniformly lit, a stable
reliable inspection can be easily set up. To facilitate our
decision-making process and provide unpolarized light
over the whole product surface, we preferred diffuse dome
lights that are very effective at lighting specular surface
products and applying to defect detection with various and
strong reflection surfaces.20–22 In addition to improving
system performance, it provided a clear surface information
for SFS process and defect recognition.

2.2 Shape from Shading

When we mapped the 3-D world of our surface into a single
2-D image, the SFS deals with the recovery of the shape
from shading variations. By using known or estimated scene
informations, such as illumination, projection, or reflectance
attributes, SFS methods are able to recover satisfying geo-
metric details of the object.23 It is a classic problem in com-
puter vision with many potential applications.24,25

We start by giving a brief outline of the SFS problem and
introducing the basic assumptions. Consider that Zðx; yÞ is
the surface expressed in terms of a function. The relationship
between observed image intensity Iðx; yÞ and surface slopes
p ¼ ∂Z

∂x, q ¼ ∂Z
∂y can be expressed in an image irradiance equa-

tion as26,27

EQ-TARGET;temp:intralink-;e001;326;480Iðx; yÞ ¼ Rðp; q; ɫ; ϑ; ρÞ; (1)

where ɫði1; i2; i3Þ is the illumination direction vector,
ϑðυ1; υ2; υ3Þ is the vector from surface to the camera, and
ρ is the albedo value. The orientation of surface can be com-
pletely defined by defining the normal to the surface at every
point ðx; y; zÞ. The relationship between the surface slopes
and normal can be expressed in terms of gradient and surface
angles as in Eqs. (2) and (3), respectively

EQ-TARGET;temp:intralink-;e002;326;372ηðn1; n2; n3Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ p2 þ q2

p ½−p;−q; 1�T; (2)

EQ-TARGET;temp:intralink-;e003;326;328ηðn1;n2;n3Þ¼ ½ðsin σnÞðcos τnÞ;ðsin σnÞðsin τnÞ;ðcos σnÞ�T;
(3)

Fig. 1 Shape from X methods.12
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where τn is the azimuth and σn is the zenith angle of the
surface normal.

In SFS algorithms, one of the widely used models to re-
present surface reflectance with variations is the Lambertian
model. In this model, the incident light on a surface is
reflected equally in all directions. Reflected intensity is in-
dependent of the viewing direction and proportional to the
cosine of the angle between the surface normal and light
source direction. The below equation illustrates a Lambertian
model image irradiance equation

EQ-TARGET;temp:intralink-;e004;63;443Iðx; yÞ ¼ ρɫ · η: (4)

If the measured surface is not affected by highlights due to
specular reflection, we can assume that the surface follows
a Lambertian model.15

As can be easily understood from the above equations
finding a unique solution to SFS is difficult. The method
of obtaining shape information from one single image
can be divided into four groups. Minimization approaches
look for the solution by minimizing a cost energy function,
propagation approaches propagate the shape information of
points where the solution is known to the all unknown points
over the whole image, linear approaches linearize the image
irradiance equation, and local approaches approximate the
surface based on a surface assumption (see Refs. 13 and 16).
Let us take the issue of minimization briefly as it is in the
center of this work. In minimization approaches, the solution
of the SFS problem is obtained by minimizing an energy
function over the entire image. The function to be optimized

and the method of minimization should be considered in this
approach. In studies of this scope, the cost function that has
to be minimized is formed with different constraints, such as
brightness, smoothness, integrability, and intensity gradient.
Due to approximate solutions are typically local minima of
the functional, a global optimization algorithm has to be
used. In general, minimization approaches are more robust
but need a longer CPU time than the others.13

2.2.1 Shape from shading integrability

Frankot and Chellappa project the nonintegrable gradient
field onto a set of integrable slopes using the Fourier basis
functions.28 The approach is based on projecting the nonin-
tegrable surface slope estimates onto the nearest-integrable
surface slopes. They observed good results and the new
extended algorithm showed improvements in both accuracy
and efficiency over the original algorithm of Brooks and
Horn (Ref. 29).27 Let us consider Zx and Zy are the integrable
surface slopes. Given a possibly noisy gradient field ðp; qÞ,
we want to obtain Zðx; yÞ. With respect to given gradients,
a square error function E can be written and it is also a map
defined on every point ðx; yÞ (see Ref. 28 for more informa-
tion). So that finding optimal Zðx; yÞ can be formulated as
a minimization of this cost function

EQ-TARGET;temp:intralink-;e005;326;483costðZÞ ¼
ZZ

EðZx; Zy; p; qÞdx dy; (5)

where

EQ-TARGET;temp:intralink-;e006;326;428EðZx; Zy; p; qÞ ¼ ðZx − pÞ2 þ ðZy − qÞ2: (6)

The general approach of the Frankot and Chellappa algo-
rithm assumes that the surface Zðx; yÞ can be written as
a linear combination of ϕðx; y;ϖÞ basis functions, where
ϖ ¼ ðϖx;ϖyÞ is a 2-D index

EQ-TARGET;temp:intralink-;e007;326;357Zðx; yÞ ¼
X
ϖ

CðϖÞϕðx; y;ϖÞ: (7)

The above equation is the surface function and the below
equation illustrates partial derivatives of the basis function in
Eq. (7)

EQ-TARGET;temp:intralink-;e008;326;282ϕxðx; y;ϖÞ ¼ ∂ϕ
∂x

ðx; y;ϖÞ ϕyðx; y;ϖÞ ¼ ∂ϕ
∂y

ðx; y;ϖÞ: (8)

The orthogonality of basis functions greatly simplifies the
minimization process. According to the first theorem of
Frankot and Chellappa, Eq. (9) can be shown as the best
coefficients in Eq. (7) that minimize the cost function with
square error

EQ-TARGET;temp:intralink-;e009;326;183ĈðϖÞ ¼ PxðϖÞĈ1ðϖÞ þ PyðϖÞĈ2ðϖÞ
PxðϖÞ þ PyðϖÞ : (9)

In the above equation
EQ-TARGET;temp:intralink-;e010;326;124

PxðϖÞ ¼
ZZ

jϕxðx; y;ϖÞj2dx dy

PyðϖÞ ¼
ZZ

jϕyðx; y;ϖÞj2dx dy: (10)

Fig. 2 Diffuse dome lighting structure.

Fig. 3 Denoised image of the component’s surface.
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This projection was fulfilled by finding the closest set of
coefficients that satisfy integrability in the linear combina-
tion. Steps for recovering depth in our application are dis-
cussed in Sec. 3.

3 Recovering and Manipulating Depth Information
We first applied wavelet smoothing to remove noise from
images obtained by the image acquisition system. Figure 3
shows the denoised image of the original component surface
after the wavelet smoothing process.

Slope views in x- and y-directions are shown in Fig. 4.
These two slope images in x- and y-direction are ideally

suited for detecting defects with a specific orientation and
shape deviations.

The choice of the basis function clearly affects the solu-
tion and because of its computational efficiency the discrete
Fourier basis is frequently preferred. We used discrete
Fourier basis in our equations. If we rewrite the ϕðx; y;ϖÞ
function described in Sec. 2.2.1 as Fourier basis

EQ-TARGET;temp:intralink-;e011;326;449ϕðx; y;ϖÞ ¼ ej2π
�
xu
Nþyv

M

�
; (11)

where M and N are the dimensions of our image.
Equation (12) is the partial derivatives of the basis function
EQ-TARGET;temp:intralink-;e012;326;396

ϕxðx; y;ϖÞ ¼ j2πu
N

ϕðx; y;ϖÞ

ϕyðx; y;ϖÞ ¼ j2πv
M

ϕðx; y;ϖÞ: (12)

Fig. 5 Combined side profile view of product surface. The boxes
show some defects, such as cracks and scratches on the surface.

Fig. 6 Colored depth map of the surface.

Fig. 7 Surface reconstruction using various algorithms: (a) top view of
the surface defect, (b) the presented method, (c) Tsai–Shah algo-
rithm, and (d) Pentland algorithm.

Fig. 4 (a) Gradient magnitude, (b) directional gradients along the x -axis, (c) and directional gradients
along the y -axis.
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Simply, we took their powers for PxðϖÞ and PyðϖÞ
(for detailed information about the algorithm see Ref. 27).
Using discreate Fouirer transform (DFT) of p and q, the
expansion coefficients Ĉ1ðϖÞ and Ĉ2ðϖÞ were calculated.
Putting everything together and with respect to input p
and q, the final output Z can be written as

EQ-TARGET;temp:intralink-;e013;63;683Z ¼ F−1
�
−

j
2π

·
u
NFfpg þ v

MFfqg
ðuNÞ2 þ ð vMÞ2

�
; (13)

where Ff·g and F−1f·g are the DFT and inverse DFT oper-
ations, respectively.

Based on the above-mentioned theory, a prototype inspec-
tion system has been implemented. Depending on the surface
type, for example metal surfaces, features such as an illumi-
nation and reflection map should be well chosen. Note
that the Lambertian model is not capable of describing
specular reflections of shiny objects, such as metallic surfa-
ces. Algorithms may perform differently related to surface
material.

4 Experimental Results
A defective product was chosen on purpose. In Fig. 5, the
defective areas of the product surface are shown in blocks.
Also a colored depth map is presented in Fig. 6.

Based on the image acquisition system, the size of the
image of the product being examined may be too large,
requiring a large memory for Fourier operations. We region-
ally analyzed the image. Detection performance of various
algorithms was also discussed in this section. For compari-
son purposes, the results of some other SFS algorithms are
shown in Fig. 7.

In Figs. 7(c) and 7(d), algorithms are based on the lineari-
zation of the reflectance map. Pentland’s algorithm30 uses the
Fourier and inverse Fourier transform to obtain the depth
map and takes direct linearization of the reflectance map in
the surface gradient ðp; qÞ, while Tsai–Shah’s algorithm31

uses the Newton method and linearized the reflectance
map in terms of the depth Z using Taylor series expansion
directly. Tsai–Shah offers an iterative solution.

As can be seen from the results in Fig. 7, the proposed
approach provides a much more detailed and deep solution
than the other two algorithms. When the depth calculation
times of the algorithms were compared after 800 × 600
images were taken, the required wall-clock time for (b) the
proposed method is 1.72 s, for (c) Tsai–Shah with 100 iter-
ations (not satisfactory results in lower iterations) is 5.94 s
and for (d) Pentland is 0.1 s. The proposed algorithm results
in a much deeper depth map, while the (c) algorithm calcu-
lates moderate depth and (d) has a shallow depth. A general
comparison of the above-mentioned methods is shown in
Table 1.

Minimization approaches can be preferred in applications
where details are important. However, in situations where
rapid results and decision-making are required, the use of
other SFS methods can be considered. There are literature

Table 1 General comparison of mentioned methods.

SFS method
Show
details

Depth
information

Wall-clock
time (s)

Frankot and
Chellappa

High Good 1.72

Tsai–Shah
(100 iterations)

Satisfactory Moderate 5.94

Pentland Low Not promising
results

0.1

Fig. 8 Overall reconstruction result of the surface.
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studies based on their estimates of albedo and light location
values in unknown cases. Using a known light source orien-
tation and nonconstant albedo values can produce stronger
results. For a more effective solution, new algorithmic sol-
utions integrated with other robust shape recovery approac-
hes can be produced. The clarity and quality of the taken
image will affect its performance in the inspection algorithm.

In this work, we focused on one of the minimization
approaches of SFS algorithms. Figure 8 shows the overall
result of the reconstruction for our system. The defect
regions are clearly visible on the visualization of the depth
map. The average length of the scratches and cracks detected
here varies between 0.5- and 2.5-mm length. Our classifica-
tion algorithm interprets the values of the incoming pixel
and neighboring pixels and decides whether the defect is
a scratch, crack, or hole. As a result of all this, it can be
decided that the product is usable or defective.

5 Conclusion
A minimization-based SFS algorithm is implemented with
the purpose of a surface inspection system for industrial
components. Since some parts perform extremely important
functions and of very delicate quality, as in the car industry,
all the components of such a system must be tested in a very
detailed method. SFS is a robust technology for detecting the
finest defects even on challenging surfaces. In experiments
with metallic surfaces, it is demonstrated that the presented
approach works for tiny defects. In our future work, we can
focus on developing more reliable, faster and timely to
decide algorithms by integrating the features of shape recov-
ery methods that remove each other’s disadvantages, and we
intend to strengthen minimization approaches with the help
of recently developed optimization methods.
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